Dynamic Trap Formation and Elimination in Colloidal Quantum Dots
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ABSTRACT: Using first-principles simulations on PbS and CdSe colloidal quantum dots, we find that surface defects form in response to electronic doping and charging of the nanoparticles. We show that electronic trap states in nanocrystals are dynamic entities, in contrast with the conventional picture wherein traps are viewed as stable electronic states that can be filled or emptied, but not created or destroyed. These traps arise from the formation or breaking of atomic dimers at the nanoparticle surface. The dimers’ energy levels can reside within the bandgap, in which case a trap is formed. Fortunately, we are also able to identify a number of shallow-electron-affinity cations that stabilize the surface, working to counter dynamic trap formation and allowing for trap-free doping.

SECTION: Physical Processes in Nanomaterials and Nanostructures

Colloidal quantum dots (CQDs) have found applications in communications, lighting, lasers, biomedical imaging, and photovoltaics in view of the tunability of their optical and electronic properties and the advantage of their low-cost large-area processing. The optical and electronic properties of CQDs are degraded by the presence of shallow and deep electronic trap states. Deep traps lead to nonradiative CQD films even when present at small concentrations.9 The optical and electronic properties of CQD films even when present at small concentrations.9 Reducing the trap state energy depth and volume density represents one of the most important avenues to improving the transport properties of CQD film devices and CQD-based solar cells in particular.2

The origins of electronic traps in CQD films may be partially attributed to present-day fabrication techniques, wherein the long alkane ligands required for colloidal stability are replaced with shorter organic or inorganic ones.14 This modification of the surface – especially if incomplete or suboptimal – may be a source of surface defects. A substantial density of deep traps in PbS CQD films is observed in photoluminescence10 and photoconductivity measurements using optical field-effect transistors.19 Previously, we reported the formation of trap states following the reduction of surface ligand coverage.10,20 Desorption of ligands reduces the coordination of the surface atoms, leading, as expected, to traps. At the same time, the stoichiometry of the CQD changes leading to electronic doping.20

Here we show that electronic doping of PbS and CdSe quantum dots also leads to surface defect formation, even in the case of idealized surface geometries. The resultant formation of electronic traps that require filling thus militates against the creation of a substantial free carrier density in the bandedge states. It instead pins the Fermi level near the trap level. Such self-compensation, which opposes net doping during crystal growth, is also known in bulk and thin film semiconductors,21 Defects, such as vacancies or interstitials, form in the bulk material itself, irrespective of the chemical nature of the dopant, and to remedy those defects, an appropriate choice of the growth conditions is required.

Formation of defects is much less energetically costly on surfaces than in the bulk, making nanocrystals more prone to self-compensating defects. Herein we find that in nanocrystals, defects may form not only during growth but also may occur and disappear dynamically in a fully formed nanocrystal. This can be triggered by changes in the population of charge carriers in a band, such as via charging, doping, or even photoexcitation.

Since this in situ formation of traps in quantum dots will work counter to performance and stability, we explore new strategies that prevent the formation of traps even in doped CQDs. We find specifically that terminating surfaces using cations having an electron affinity shallower than the quantum dot’s bandgap leads to a stable and trap-free bandgap.

We began by investigating PbS CQDs and employed Pb-rich stoichiometries observed experimentally.22 When we assumed the idealized geometries (see Computational Methods), and when we chose the number of ligands to satisfy electronic balance,22 we achieved trap-free nanocrystals (Figure 1a). The projected density of states (PDOS) shows that the valence band is formed mainly from chalcogenide and halogen orbitals, while the conduction band is formed from Pb orbitals; the Fermi level lies in the midgap. The sufficiency of these conditions to achieve trap-free nanocrystals agrees well with previously reported studies of CdSe passivated with oleic acid23 and PbS terminated with thiol10 ligands.
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We then turned to exploring conditions in which n-type doping can be achieved. We remove all ligands from (110) facets without adjusting the net charge of the CQD. This leads to an excess of electrons in the conduction band, i.e., electronic doping. It also leads to the formation of Pb dimers on (110) facets and a strong PDOS contribution to the lowest conduction band states from these dimers (Figure 1b). Investigation of the wave functions confirms that the lowest conduction band states are traps, strongly localized on the newly formed Pb dimers. To check whether these traps were formed not due to undercoordination of the surface Pb atoms, but due to electronic doping itself, we imposed a positive charge on the structure to shift the Fermi level back to the midgap. We found that bringing the nanocrystal to an intrinsic state led to elimination of both the dimers and the trap states (Figure 1c). This confirms that the traps and dimer formation arise due to the doping itself.

It is surprising that this association of cation dimers on the surface with traps has not previously been reported. We investigated the charged CQD in a geometry without Pb dimers, and found that it is a local energy minimum, suggesting an explanation for why this effect went unnoticed previously. Several molecular dynamics steps allow for a transition to a dimerized configuration, suggestive of a small energetic barrier between the two configurations. Subsequent geometry optimization confirms the stabilization by 0.2 eV per dimer. The degree of doping is also important for dimer formation. We find that three to four excess electrons are required to induce one dimer. Such a degree of charge imbalance is not implausible during CQD synthesis, as every excess cation in a nanocrystal of ~1000 atoms brings two excess electrons. This, however, does not necessarily contribute to a high doping level in the CQD ensemble, as not every dot needs to be off-balance.

Figure 1. Structures of the PbS CQDs used in calculations with corresponding projected densities of states and spatial charge densities of the lowest energy state on the conduction band side: (a) electronically balanced dot, (b) doped dot due to removal of halide ligands from (110) facets (dark green) resulting in formation of Pb dimers (purple) and localization of charge on them (right panel), (c) positively charging the dot in panel b eliminates the dimers and results in a delocalized state. PDOS energies are referenced to vacuum level.

Figure 2. COOP analysis in n-doped PbS CQDs: (a) low-lying Pb-Pb bonding orbitals leading to dimer formation and (b) replacement of Pb with a cation with smaller electron affinity shifts the bonding orbitals upward in energy, avoiding their population.
Moreover, these excess electrons become trapped and thus do not contribute to measured free carrier density.

To investigate the reason for charging-activated trap formation, we carried out crystal overlap orbital population (COOP) analysis for pairs of Pb atoms on (110) facets. These atom pairs are particularly prone to dimerization. The sign of COOP curves distinguishes between orbital bonding and antibonding interactions. We find that, irrespective of the doping level, bonding Pb−Pb orbitals are available right at the bottom of the conduction band (Figure 2a). As soon as electrons are available to populate those orbitals, the bond can form, leading to formation of a dimer.

To verify whether the energetic position of the dimer orbitals remains fixed relative to vacuum, or, in the alternative hypothesis, fixed relative to a bandedge, we performed COOP analysis for bulk PbS (Figure S3). We found that dimer orbitals moved in concert with the bandedge, thus, dynamic trap formation remains relevant for a wide range of nanocrystals sizes. Test simulations on 3 and 6 nm nanocrystals confirmed the dimer formation.

We sought means to avoid the formation of dimers. We took the approach of seeking to shift the Pb−Pb bonding orbitals higher in energy. The most straightforward way to achieve this is to passivate Pb with Cl. Simulations confirm that dimers can be eliminated this way. However, addition of extra Cl ligands changes the overall stoichiometry of the nanocrystal, resulting in reduced n-type doping. This strategy, while beneficial in the control over trap states, does not achieve the goal of simultaneously trap-free and strongly net-doped nanocrystals.

We explored the alternative possibility of shifting the dimer orbitals upward in energy by replacing dimerization-prone Pb with other cations. We started with Cd, which is often deployed in a wider-bandgap CdS shell on PbS CQDs, suggesting that Cd could potentially have a higher orbital energy compared to Pb. Incorporation of Cd on the surface even in minute amounts was shown to reduce the trap density and increase the photovoltaic performance in previous experimental reports. It had also been observed to improve transport properties in PbS CQD films employing inorganic ligands.

Simulations reveal that Cd stability on the PbS surface is strongly dependent on the charge balance of the dot: it is stable on an intrinsic dot; however, if the dot is n-doped, Cd tends to desorb from the surface. Weak binding of Cd to PbS CQDs has previously been reported. Expulsion of Cd atoms was also observed on unreconstructed CdSe (111) surfaces and noted in our previous CdSe CQD studies. A similar balance-dependence of binding energies of organic molecules on GaAs surfaces is also known. Desorption of Cd provides another self-compensation mechanism in doped PbS CQDs. In contrast to the dimerization of surface Pb, which leads to trap formation, expulsion of Cd reduces the number of cations in the quantum dot, reinstating the charge balance and eliminating the traps.

In sum, as seen above in the case of adsorption of extra halide ligands on Pb dimers, the desired reduction in trap density comes at the cost of reduced net doping. Nonetheless, cadmium desorption does suggest a convenient self-regulating strategy to achieve intrinsic CQDs having a low number of deep traps.

We expected that cations with a shallower electron affinity would have orbitals positioned higher than those of Pb when adsorbed on the PbS surface. This, we posited, could depopulate the bonding orbitals, and thus prevent dimer formation. Alkali and alkali-earth metals are good candidates for this purpose. We explored Ca and Ba cations, which share the same oxidation state (+2) as Pb in our CQDs. Additionally, Ca and Ba are known to form stable sulfides in a rocksalt structure, the same lattice configuration as PbS. We were also encouraged by the distinctively high photoluminescence quantum yield of Ca-treated PbS CQDs in a recent report.

Our results show that using Ca to replace the Pb atoms on the dimerization-prone (110) facets (Figure 2b) prevented dimerization while preserving doping. Calcium is found to stabilize at the same site as Pb, supporting the rocksalt structure. The binding energy of Ca bound to two S atoms and two halogens is calculated to be 1.95 eV, slightly lower than 2.3 eV for Pb in the same position. Similar studies employing Ba produced the same behavior. Since the atomic radius of Ba is substantially larger than that of Pb, this confirms that dimerization is not a geometric but instead an electronic effect. Figure 2b shows that the Ca−Pb bonding orbital is shifted upward in energy: as a consequence, it remains above the Fermi level even in doped nanocrystals.

We screened a range of cations employing the same full nanocrystals geometry to test whether electron affinity can be used as a predictive figure of merit for dimer elimination (Table 1). In general, we see a correlation between electron affinity and dimer formation. In the case of Ga, Pb−Ga dimer levels form localized states deep inside the conduction band, in contrast to being situated within the bandgap in bulk PbSe. We believe that quantum confinement is responsible for pushing the Ga states out of the bandgap. These states, however, lie above the Fermi level and thus would not contribute to trapping, at least under low doping conditions. We also noted that, in some cases, cation-related states form in the gap in spite of the absence of dimerization (Cu).

Formation of charge-sensitive defects is ubiquitous in quantum dots and is not limited to the PbS material system. Our simulations of CdSe nanocrystals following published protocols show that dimerization of Se anions on the surface is a common motif in both zincblende (Figure 3) and wurtzite (Figure S4) structures. In fact, the Se dimerization provides a convenient way to passivate Cd atoms on (001) facets possessing two dangling bonds — it is as stable as passivation via the oleic acid ligands. Anion dimerization is also a typical reconstruction of III−V and II−VI semiconductor surfaces. In contrast to cation dimers in PbS, anion dimer bonding orbitals are positioned deep in the valence band. Se dimer antibonding states, however, are situated close to conduction band edge. It is these states that become populated and lead to dimer breaking and trap formation in response to.

Table 1. Effect of Different Cations Replacing Pb on Elimination of Electronic Traps and Dimers

<table>
<thead>
<tr>
<th>Cation</th>
<th>Electron Affinity</th>
<th>Geometry</th>
<th>Traps</th>
<th>Cation Orbital Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd</td>
<td>0</td>
<td>desorbs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0</td>
<td>dimer, sp²</td>
<td>deep</td>
<td>near VB</td>
</tr>
<tr>
<td>Ca</td>
<td>0.02</td>
<td>preserved</td>
<td>inside CB</td>
<td></td>
</tr>
<tr>
<td>Ba</td>
<td>0.14</td>
<td>preserved</td>
<td>inside CB</td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>0.55</td>
<td>preserved</td>
<td>inside CB</td>
<td></td>
</tr>
<tr>
<td>Ga</td>
<td>0.43</td>
<td>dimer, sp²</td>
<td>above Eᵦ</td>
<td>inside CB</td>
</tr>
<tr>
<td>Fe</td>
<td>0.15</td>
<td>unstable</td>
<td>deep</td>
<td>near CB</td>
</tr>
<tr>
<td>Pb</td>
<td>0.36</td>
<td>dimer</td>
<td>deep</td>
<td>near CB</td>
</tr>
<tr>
<td>Sn</td>
<td>1.11</td>
<td>dimer</td>
<td>deep</td>
<td>near CB</td>
</tr>
<tr>
<td>Cu</td>
<td>1.23</td>
<td>preserved</td>
<td>deep</td>
<td>near VB</td>
</tr>
</tbody>
</table>
charging (Figure 3b), requiring only one or two excess electrons for trap formation. Cation dimerization, akin to that in PbS, is much rarer in tetrahedrally coordinated structures (CdSe), as such dimerization would infer high strains in view of cations’ propensity for sp² hybridization on the surface. In Si nanoclusters, a preference for dimerization over passivation by hydrogen has been reported. Our simulations (Figure S5) show that Si antibonding orbitals are located deep in the conduction band, and thus Si dimers remain stable even in charged nanocluster, in contrast to Se dimers in CdSe. Understanding the origin of the dynamic traps presented here should help develop strategies for trap elimination in CdSe, similar to solutions proposed above for PbS.

In conclusion, our computational studies reveal that semiconductor CQDs self-compensate in response to doping, effectively pinning the Fermi level inside the quantum-confined bandgap. They do so via the formation of surface defects that result in strongly localized states. In n-doped PbS, Pb dimers form, whereas in n-doped CdSe, electronic traps arise due to broken Se dimers.

Such defects can also form dynamically in response to charging. This observation is specific to nanocrystals, as it is unobserved in bulk systems, even those prone to self-compensation. We expect that populating the conduction band states via light excitation can also lead to trap formation, compensation. We expect that populating the conduction band states localized on a broken dimer.

Computational Methods
Simulations were performed using SIESTA software employing strictly localized numerical atomic orbitals in the pseudopotential approach. We used the relativistic Troullier-Martins pseudopotentials with nonlinear core corrections and the generalized gradient approximation in the Perdew-Burke-Ernzerhoff formulation throughout. Charge density was represented on a grid with 200 Ry effective cutoff.

Nanocrystal cores 1.5−2.4 nm in diameter (up to ~400 atoms) were prepared by carving a sphere from bulk rocksalt, wurtzite, and zincblende structures. Striving for idealized geometries, and following previous work, we discarded all single-bonded atoms, resulting in well-defined facets in the (100), (110), and (111) crystallographic orientations. This choice of faceting is well justified since adsorption of adatoms or ligands on (100) rocksalt and (111) zincblende facets is less energetically favorable (Figure S1), while diffusion of ligands and adatoms on surface is well-known and allows for stabilization in higher-coordinated geometries.

High ligand coverage (to cover all surface atoms with two and more dangling bonds) was imposed since the number of ligands is a key determinant of the charge balance in CQDs. Oleic acid ligands, which are often used in the synthesis of both PbS and CdSe, were represented by a shorter acetate, deprotonated to allow for covalent binding. We also tested halide ligands used in alternative syntheses. Our simulations show that chloride as a ligand is quite similar electronically to oleic acid (Figure S2), and we use Cl in all our further simulations as a less computationally demanding alternative. Full geometry relaxation was performed for each structure without imposing any symmetry constraints, until forces on atoms converged to 40 meV/Å.
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